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ABSTRACT 

Root cause analysis (RCA) is a structured investigation of the 

problem to identify which underlying causes need to be fixed. In 

software engineering (SE), the scientific work on RCA is rather 

scarce. Feasibility of RCA to identify SE problem causes is not 

widely studied, the RCA methods are not compared with one 

another, and there are only a few studies on the required effort to 

conduct RCA. Additionally, studying how the participating people 

experience RCA is totally set aside.  

This dissertation focuses on analyzing the perceived feasibility of 

using RCA, as a part of post project reviews to reveal the root 

causes of software engineering problems aiming to increase 

productivity through software process improvement. The overall 

approach in this thesis is a mixed-methods approach that combines 

three main research approaches: design science with observation-

based industrial field studies, case studies, and experiments.  

So far, this work has made four contributions. First, based on prior 

studies, definitions for RCA and a root cause have been made. 

Second, a comparison of the known RCA methods is done. Third, 

an evaluation of a lightweight RCA method, the ARCA method, 

has been conducted in four medium sized software companies. 

Fourth, analyses on the problem causes detected in those software 

companies have been done. 

Currently, this research aims at showing whether the ARCA 

method can be utilized to analyze the causal relationships of 

problem causes over process areas. An article related to this study 

will be submitted during the next few months. 
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1. INTRODUCTION 
Software projects usually encounter problems and challenges [8, 

11, 12, 14, 22, 23, 31, 33, 34, 43]. Analyzing the causal 

relationships of the problem causes has been considered in various 

software process improvement models, e.g., CMMI, ISO/IEC 

12207, and Six Sigma [21]. It is argued that the key for effective 

problem prevention is to know why the problem occurs as the 

reoccurrence of the problem can be prevented only through the 

elimination of its causes [36]. Root cause analysis (RCA) is a 

structured investigation of the problem to identify which 

underlying causes need to be fixed [24]. RCA takes a problem as 

an input and provides a set of related causes with cause and effect 

structure as an output [26]. It aims to state what the causes of the 

problem are and where in the development process they occur [25]. 

Methodologies of RCA [26] are fairly little studied area in the 

context of software engineering (SE). Additionally, the 

terminology of causal analysis is vague as there seems to be no 

commonly accepted definition for RCA [3, 24] or for a root cause. 

In general, RCA methods contain three phases: target problem 

detection, root cause detection, and corrective action innovation 

[26]. Many authors define a root cause as a cause that management 

has the power to fix [2, 3, 29, 36]. RCA is an approach that can 

help with the software process improvement and problem 

prevention in various contexts [1, 4, 5, 15, 18, 21, 32, 39, 40, 42] 

and all across software organizations, including product 

development, hardware design, product engineering, and 

manufacturing [32]. 

This dissertation focuses on analyzing the perceived feasibility of 

using RCA as a part of post project reviews to reveal the root 

causes of SE problems aiming to increase productivity. The overall 

research approach in this thesis is a mixed-methods approach [38] 

that combines three main research approaches: design science with 

observation-based industrial field studies, case studies, and 

experiments. 

The rest of the paper is structured in the following way. Section 2 

introduces the background of the dissertation and summarizes the 

gaps in the prior studies. Section 3 presents the research objectives 

and questions. Thereafter, the research methods are introduced in 

Section 4 and Section 5 shows the publication plan. Finally, 

Section 6 discusses the validity threats and Section 7 describes the 

open issues which the author would like to get the most advice on. 

Section 8 summarizes this research plan and presents the main 

conclusions from the first publications of the dissertation.   

2. BACKGROUND 

2.1 Definitions of Root Cause Analysis 
The goal of RCA is to decrease the likelihood of a problem’s 

reoccurrence by controlling its root causes [9, 10, 27, 36]. There is 

a slight disagreement while considering the definition of RCA [3, 

24] and a root cause. RCA has been introduced as a cause 

detection method only [2, 5, 24, 27, 36], but also as a problem 

prevention method that includes the detection of problem causes 

and development of corrective actions [3, 9, 10, 40].  

A root cause has been defined as the deepest cause at the end of the 

causal structure [2, 3], but also as any underlying cause of a target 

problem [36]. Most of the authors recognize a root cause as a 

problem cause that management has the power to fix [2, 3, 29, 36]. 

Conceptually, a target problem may have numerous root causes. 

In the terminology of this dissertation, RCA is a process of 

detecting a target problem, detecting and organizing its causes, 

and recognizing its root causes. We define a root cause as an 

underlying cause of the target problem that explains the 

occurrence of the target problem unambiguously. 



2.2 Phases of Root Cause Analysis  
There are three phases that are common between the RCA methods 

introduced in the literature: 1. target problem detection, which 

defines the target problem to which the RCA method is applied, 

2. root cause detection, which identifies and organizes the root 

causes of the target problem, and 3. corrective action innovation in 

which corrective actions for the most important root causes are 

innovated [26]. Alternative methodologies have been presented for 

each of the above phases [26], which are introduced below. 

A target problem for RCA is detected through problem sampling 

[3, 6, 9, 15, 18, 21, 24, 27], interviewing [24, 35, 36], 

brainstorming [3, 24], or flowcharting [2, 3, 24]. Usually there is a 

meeting where the target problem is finally decided upon [6, 9]. 

Identifying and organizing the target problem root causes can be 

done with different means [35]. Usually the root cause detection 

relies on the assumptions of various stakeholders [6, 9, 24, 35]. 

Techniques to identify the problem root causes from the 

stakeholders include interviewing [2], questionnaires [3, 7], 

brainstorming, and brainwriting [3, 7, 24].  

The target problem root causes are organized into a cause and 

effect diagram based on their causal relationships. Various cause 

and effect diagramming techniques has been introduced and 

compared [26]. Tree diagrams include a fishbone diagram [3, 5, 6, 

40, 41], a fault tree diagram [3], a logic tree [24], and a causal 

factor chart [36]. Network diagrams include a directed graph [5] 

and a matrix diagram [3]. Additionally, lists, worksheets, and 

charts can be used to organize the target problem root causes [2].  

Cause Enumeration [3] is a strategy where the problem causes are 

first brainstormed individually and then grouped under various 

categories. In the SE context, the tree structured fishbone diagram 

has been combined with the cause enumeration strategy [9, 15, 16, 

18, 27]. 

Dispersion Analysis [3] is a visualization technique for tree and 

network structures. There the target problem is presented as a root 

of the cause and effect structure which is made by looking up the 

causes for the target problem and then collecting their sub causes 

by constantly asking “why” for every cause detected.  

The root causes are detected by focusing on the target problem 

causes that will be prevented [9, 36]. It has been indicated that the 

root cause detection should emphasize the level of controllability 

while considering the root causes [26]. Thereafter, corrective 

actions are developed for the selected root causes. 

2.3 Root Cause Analysis in software process 

improvement 
RCA has been introduced as a feasible approach to software 

process improvement at various levels of the company. 

Additionally, it has been considered in various software process 

improvement models, e.g., CMMI, ISO/IEC 12207, and Six Sigma 

[21]. In the models, the target problem for RCA is detected from 

one of the main targets for software process improvement, i.e., the 

costs of development work, the time to market, and the product 

quality [7].  

Massive defect prevention programs aiming to improve company 

processes have been utilized [32]. On the other hand, individual 

project reflections [4, 13, 15] aiming at continuous learning and 

improvements are usual. RCA has been successfully utilized in 

both of these extremes. In software defect prevention programs 

[32], RCA has been successfully utilized to detect problem causes 

from various company processes, whereas, RCA has been 

successfully utilized in post project reviews [5, 13] to detect causes 

internal to the project team helping the team to improve their work 

practices. 

2.4 Gaps in the Priors Studies 
The scientific work on the RCA methodologies is rather scarce. 

RCA has been introduced as a feasible approach for post project 

reviews [5], where the goal is to improve the development 

processes through learning from the past failures. However, the 

practices [26] and output [25] of RCA are fairly little studied area 

in the SE context.  

There are only a few previous studies [5, 21, 26] on how to collect, 

organize, and select causes of a target problem and how to develop 

corrective actions for them. The RCA methods presented by many 

authors [2, 3, 5, 6, 9, 10, 15, 18, 19, 21, 24, 27, 29, 36, 40] are too 

generally introduced to be adopted as such, e.g. the RCA method 

presented by Card [9] introduces the mandatory phases of RCA but 

does not go beyond that, e.g. he does not explain details about how 

these phases should be conducted. Thus, there is lack of knowledge 

on what RCA methodologies are feasible in post project reviews 

and how to apply them. 

Additionally, most of the industrial cases of RCA [9, 15, 16, 18, 

27] have focused on the problem causes only while disregarding 

the analyses of the related causal relationships, possibly one of the 

main benefits of RCA. Furthermore, the cases are based on defect 

causal analysis [9, 15, 16, 18, 27], which aims solely at lower 

defect rates by revealing the root causes of the most typical types 

of the defects. The high number of particular types of software 

defects is not the only target problem that should be analyzed 

while evaluating the feasibility of using RCA to reveal the root 

causes of SE problems, e.g., negative project experiences [5], 

software project overruns and challenging product installations 

[25] are all industrially relevant and severe problems but have only 

been exiguously explored using RCA [26]. 

Furthermore, the feasibility of RCA in general and in contrast to 

other process improvement approaches is not widely studied. 

Similarly, the RCA methods are not compared with one another. 

Finally, there are only a few studies on the required effort to 

conduct RCA [9, 15, 26, 32], and studying how the participating 

people experience RCA is totally set aside, e.g. do the practitioners 

experience RCA as a useful approach for software process 

improvement? 

Even though the results of the prior RCA studies are promising 

covering 50 percent decrease in defect rates [9], 53 percent savings 

in costs and 24 percent increase in productivity [27], the studies do 

not indicate the feasibility of using RCA in post project reviews 

where also other problems than technical quality deviations are 

analyzed. Thus, many questions remain unanswered including 

“How do practitioners experience using RCA in post project 

reviews,” “Can RCA reveal the causal relationships of problem 

causes detected in post project reviews,” and “Is the output of post 

project reviews utilizing RCA cost efficient?” The research 

problem follows: 

Is RCA feasible in post project reviews? 

3. RESEARCH OBJECTIVES 
This dissertation focuses on studying the perceived feasibility of 

using RCA in post project reviews in the SE context. In the 

terminology of this work, the feasibility refers to the ease of use 

and cost efficiency of using RCA to detect process improvement 



targets. Furthermore, the term post project review refers to general 

project reflections conducted at the end of the development work 

aiming to learn from the past failures, e.g., agile retrospectives.  

This work is limited to evaluations of the work practices of the 

ARCA method [26], which is a lightweight RCA method 

developed at the beginning of this PhD research. As already 

presented in Section 2.4, the prior RCA methods are too generally 

introduced to be adopted as such. Additionally, in SE context, the 

prior RCA methods are mainly used to analyze the quality 

deviations of the product, which requires specific work practices 

being infeasible for many SE problems other than software defects, 

e.g., defect sampling cannot be used to the problems which are not 

reported. Thus, in order to have measurable RCA construction and 

be able to experiment RCA with various types of SE problems, 

developing the ARCA method was important.  

The ARCA method is based on a structured literature review on 

prior RCA methods and it follows their common phases and work 

practices (see Section 2.2). In the ARCA method, the target 

problem detection is conducted at a focus group meeting with the 

key stakeholders of the project. Thereafter, the root cause detection 

is conducted through confidential email inquiry and a public RCA 

workshop. Finally, after the RCA workshop, the corrective actions 

for the selected root causes are developed. More details of the 

ARCA method and its evaluations can be found in [26].  

The following research questions are addressed in the dissertation: 

1. Is the ARCA method perceived feasible in post project reviews 

to detect the root causes of SE problems and develop 

corrective actions for them? This question includes the 

experimentations of RCA work practices and analyses of their 

perceived feasibility. 

2. Is the output of the ARCA method perceived as beneficial for 

solving SE problems? This question includes analyses of the 

effect of RCA, i.e. the perceived correctness of detected 

causes, and quality of corrective actions developed.  

3. Is the effort the ARCA method requires perceived as feasible? 

This question includes analyzes on the man-hours required to 

conduct the ARCA method.  

4. METHODS 
The overall approach in this dissertation is a mixed-methods 

approach [38] that combines three main research approaches: 

design science [17] with observation-based industrial field studies 

[28], case studies [44], and experiments [20]. The empirical data is 

based on qualitative and quantitative sources: interviews, 

questionnaires, observations, video analyses, measurements (effort 

used, the number of participants, etc.), and the output of the ARCA 

method including the detected target problems, related root causes 

and their corrective actions. Table 1 summarizes the studies of the 

dissertation in chronological order and shows the research data 

collected to answer the related research questions. 

The observation-based industrial field studies [28] with software 

product companies are important sources of research data when 

evaluating the practical value of the observed aspects. In this 

dissertation, these include the work practices of the ARCA method 

developed by using a framework similar to that of design science 

[17, 30]. Field studies at four medium-sized software companies 

have already been conducted [26]. In the field studies, the case 

companies applied the ARCA method to their software project 

failures. The field studies were video recorded and observed. 

Additionally, the output of the ARCA method was evaluated by 

the company people, i.e. the people were interviewed before and 

after each field study, and the people were asked to provide 

feedback though inquiry forms, prepared by the researchers.  

Case studies [44] are used to analyze the output of the ARCA 

method in industrial settings. This includes analyzing the problem 

root causes and their corrective actions in the case companies to 

understand whether the output of the ARCA method is useful and 

valid. The research focuses on analyzing whether the causal 

relationships detected resulted in corrective actions, which are 

feasible, accurate, and have a high impact while trying to prevent 

the reoccurrence of the target problem. 

The controlled experiments [20] extend the field studies and case 

studies by focusing on the cause and effect diagramming 

techniques to organize the detected root causes and their causal 

relationships. The experiment with 11 student software project 

teams has already been conducted. The experiment followed the 

factorial experiment design with repeated measures in blocks of 

size 2 [20], i.e., two varying treatments were experimented with 

random order with each student team. Additionally, 50% of the 

teams started with the first treatment and 50% as vice versa. In the 

first treatment, a directed graph of causes introduced in the ARCA 

method was used to organize the detected problem root causes 

whereas the second treatment applied a hierarchical list of causes. 

Dada collection was carried out by using the same procedures as in 

the field studies. In addition to the student experiment, an 

industrial experiment is planned to be conducted. There, the focus 

will be on comparison of whether or not utilizing cause 

enumeration during the root cause detection is feasible. 

5. PUBLICATION PLAN 
This work was started on June 2010 and currently 2 / 6 research 

articles are published [25, 26]. Additionally, the research data is 

collected for three of the remaining articles and currently the 

writing work and related analyses are in progress for the next two 

articles. The industrial experiment on the feasibility of utilizing a 

cause enumeration during RCA is still in the planning phase. The 

dissertation summary will be finalized by the end of 2013. Next, 

we look at the articles and their status in chronological order based 

on the time the research takes place. All the articles can be seen in 

Table 2.  

Table 1: Studies of the Dissertation 

Publication Article 1 Articles 2 and 3 Article 4 Articles 5 and 6 

Research Method Industrial Field Study Case Study Case Study Experiment 

Research Focus Effectiveness and Feasibility Output Quality Output Quality Effectiveness and Feasibility 

Research Data  Observations, Interviews, 

Questionnaires,  Effort 

measurements  

Analysis of problem 

causes and related 

causal relationships 

Analysis of 

corrective actions 

developed 

Observations, questionnaires, 

interviews, Cause 

measurements 

Research Q1 X   X 

Research Q2 X X X X 

Research Q3 X   X 



Table 2: Articles of the Dissertation 

1. T. O. A. Lehtinen, M. V. Mäntylä and J. Vanhanen, Development and evaluation of a lightweight root cause analysis method (ARCA 

method) – field studies at four software companies, Information and Software Technology 53 (10) (2011) 1045-1061. 

2. T. O. A. Lehtinen and M. V. Mäntylä, "What are Problem Causes of Software Projects? Data of Root Cause Analysis at Four Software 

Companies," ESEM, pp.388-391, 2011 International Symposium on Empirical Software Engineering and Measurement, 2011. 

3. Analyzing Causal Relationships Networks of Software Project Failures 

4. Does Root Cause Analysis Result to Accurate and Effective Process Improvement Ideas? 

5. Is a Cause and Effect Diagram Really Needed in Post Project Reviews? 

6. Feasibility of Using a Cause Enumeration in Post Project Reviews to Detect Problem Causes 

 

The first article of the dissertation [26] provides a terminology of 

root cause analysis. It is based on a structured literature review 

and introduces the most recognized RCA methods [2, 9, 24, 36] 

while using them as a starting point. It includes an analytical 

argumentation of those methods and introduces a new RCA 

method, the ARCA method, combining the best practices of the 

prior RCA studies. The ARCA method is evaluated in industrial 

field studies at four software product companies where it is 

compared with the current software process improvement 

practices. Based on the results from feedback forms, interviews 

and observations, our results indicate that the ARCA method is 

perceived as a highly feasible method for software process 

improvement. This article provides information that will be used 

to answer the research questions 1-3. 

The second article of the dissertation [25] uses the cause data, 

collected in the field studies as a starting point. The article 

introduces a classification system that can be used to analyze the 

causes related to software project failures. Additionally, the paper 

includes the preliminary results of the distributions of the problem 

root causes in our field studies. The classification system was 

developed iteratively by using a literature review followed by a 

grounded theory approach. The finalized classification system 

includes two dimensions: process areas and cause types. The 

cause types states what the failure cause is, whereas the process 

areas states where it occurs.  

The third article of the dissertation continues the work of the 

second article [25]. It aims to show whether RCA can be utilized 

to analyze causal relationships over the detected problem root 

causes. The article reports the results from analyses on what kinds 

of causal relationships are related to software project failures. This 

increases our understanding about the causal structures and case 

sensitivity of software project failures. As far as we know, there 

are no prior studies indicating how the failure causes are 

interconnected to one another. To validate the conclusions of this 

study, the causal relationships of the detected root causes are 

compared with the failure causes detected in prior studies. We 

hypothesize that the failure causes detected in prior studies need 

to be interconnected to one another in our data set. This article 

provides information that will be used to answer the research 

question 2. 

The fourth article of the dissertation uses the results from the 

second and third articles, and the data from the field studies as a 

starting point. It aims to show whether RCA helps to develop 

accurate corrective actions in contrast to the detected problem 

causes. It continues the prior studies of the dissertation by 

focusing on the corrective actions developed in the field study 

companies. This article provides information that will be used to 

answer the research question 2.  

The fifth article of the dissertation challenges the unproven value 

of using a cause and effect diagram in RCA when detecting and 

analyzing the problem root causes. Although the results of the 

first four articles were acquired from industrial settings, they 

contained limitations. Usage of a cause and effect diagram has 

become a de facto in the RCA methods [3, 5, 6, 24, 36, 40, 41] 

and thus our field studies were also based on using that technique 

[26]. However, as far as we know, the added value of using the 

cause and effect diagram has not been questioned before. Indeed, 

in contrast to creating the cause and effect diagram, creating a 

hierarchical list of causes [2] could be more efficient and user 

friendly. To assess this limitation, a student experiment was 

arranged. The experiment provided a higher number of 

individuals and a better control of the research settings. The 

experiment was conducted in the post project reviews of 11 

software teams. Each team consisted of five to seven team 

members who conducted RCA in two separated reviews. The first 

review was conducted either with or without a cause and effect 

diagram whereas the second review was conducted as vice versa. 

Each review included an analysis of two occurred problems of the 

team’s project. The experiment measures the causes and causal 

relationships detected and how the students experienced the 

usefulness of RCA in each post project review. This article 

provides information that will be used to answer the research 

questions 1-3.  

The sixth article reports our findings from the industrial 

experiment where RCA will be utilized in post project reviews. 

The goal is to study the feasibility of using the cause enumeration 

technique (see Section 2.2) during RCA. This continues the work 

of the fifth article by questioning the feasibility of using the 

fishbone diagram in RCA. The post project reviews are conducted 

with two agile software teams that both develop software 

components into the same product and in the same company. Both 

teams conduct two separate reviews. The experiment measures the 

causes and causal relationships detected and how the practitioners 

experience the usefulness of RCA in each post project review. 

This article provides information that will be used to answer the 

research questions 1-3. 

6. VALIDITY THREATS 
The validity threats of the dissertation are divided into four 

aspects. Construct validity reflects the extent to which the studied 

operational measures really represent what is investigated 

according to the research questions [37]. External validity is 

concerned with whether it is possible to generalize the findings of 

the study and to what extent they can be generalized [37]. Internal 

validity is of concern when the causal relations of the measured 

factors are examined [37]. Reliability is concerned with the extent 

to which data and analysis are dependent on a specific researcher 

[37]. 



6.1 Construct Validity 
The construct validity relates to the RCA settings in the studied 

domain and the measurements, query forms, and interviews that 

were carried out to answer the research questions. There is a 

validity threat related to the ARCA method. A high number of 

different RCA settings exist, but only a few of them are 

experimented in the dissertation. The experiments and field 

studies are mostly being relied on the ARCA method that was a 

synthesis of the known RCA methods including their best 

practices introduced in the first article [26]. While trying to 

understand general characteristics of the RCA methods and even 

though the ARCA method likely includes the best practices of 

known RCA methods, it does not cover them all, e.g., a problem 

sampling with Pareto Analysis [9] is excluded from this 

dissertation. Thus, while referring to RCA, the dissertation mostly 

measurers the practices of the ARCA method and covers the other 

RCA methods only through their similarities with the ARCA 

method.   

Additionally, there is a threat to the construct validity regarding 

the evaluations on the output quality and feasibility of the ARCA 

method. The analyses are based on the experiential evaluation of 

the case attendees only, not on monitoring the problem domain 

systematically afterward. Generally, it should be noted that this 

sort of validity problem is common, as it is practically impossible 

to separate the effects of the RCA method from the company 

specific context factors. 

6.2 Internal Validity 
This dissertation includes two experiments (see Table 1). There is 

a threat to the internal validity while considering the causal 

relationships between the measured factors. In the first 

experiment, the impact of using a cause and effect diagram in post 

project reviews was measured through the amount of new 

problem causes detected and the causal structure over the detected 

problem causes. Additionally, feedback from participating people 

was measured by using feedback forms. These results were 

thereafter compared with the results made by using the 

hierarchical list with otherwise similar RCA settings. Such a 

comparison is also planned to be used in the industrial experiment 

where using the cause enumeration during the post project review 

is compared with the results where the cause enumeration is made 

after the review. The threat is that the measured impact might not 

be an effect of the techniques used in the review. Instead, the 

impact might be an effect of the problem domain itself including 

the participating people and the target problem. This threat is 

controlled by using both treatments with the same teams and by 

randomizing the starting technique of the experiments. 

The number of experimentations was relatively high in the first 

experiment. This increases the internal validity as the effect of the 

problem domain in contrast to the measured factors decreases. 

Instead, the number of experimentations in the second experiment 

is low as the experimentation covers only two teams. While 

considering the internal validity, the effect of the problem domain 

remains relatively low as both teams are developing the same 

product in the same company and thus it is expected that the 

problem causes are likely similar between the teams.  

6.3 External Validity 
All of the industrial cases vary and, thus, consider the ARCA 

method from different perspectives. Though the cases are 

conducted in different companies, all with different case attendees 

and target problems, and though the interviews slightly differ 

between the cases, the results collectively increase the external 

validity of the results of this dissertation. 

Lack of comparison between the RCA methods creates a severe 

threat to the external validity. It cannot be concluded whether or 

not the ARCA method is truly efficient and easy to use while 

there are no extensive comparisons between all possible RCA 

methods. The main cause for this is the lack of prior studies 

(Section 2.4). Additionally, the experimentations of the 

dissertation do not cover a case where the case attendees are 

highly experienced with RCA methods. Thus, the case attendees’ 

evaluations are not based on prior RCA experiences. 

6.4 Reliability 
It is possible that the researchers’ contribution bias the results of 

this dissertation. The fact that the researchers involved steering 

RCA during the experimentations is both a strength and a 

weakness. The strength is that it makes the results more 

comparable, as almost everything is done similarly in the 

experiments and field studies. On the other hand, the weakness is 

that the collected research data is partially bounded by the 

researchers’ contributions. Thus, there is a threat that the 

evaluations on the effectiveness and feasibility of RCA made by 

the participating people are biased. 

Furthermore, analyses on the output of RCA are dependent on the 

researchers’ interpretations. The detected root causes and 

developed corrective actions are studied to evaluate whether the 

corrective actions are accurate in terms of the related root causes. 

There is a threat that the accuracy evaluations are biased. This risk 

is controlled by systematizing the evaluation process. A 

classification system, which was initially introduced in [25], is 

used to characterize the detected root causes and related corrective 

actions. Furthermore, the validity of the classification system is 

analyzed to conclude whether the system is valid in terms of the 

reliability threats. Kappa values are used to evaluate the inter-rater 

agreement of the classification system. However, regardless of the 

hard effort while trying to make the classification system as 

comprehensive as possible, classifying problem causes dissipates 

the dissimilarities and simultaneously highlights the similarities of 

the problem causes. This means that there is a risk that using the 

classification system results in systematic errors not dependent on 

the researcher. This validity threat is controlled by utilizing 

qualitative research methods. The results of the classification 

system are compared and combined to interpretations made by 

looking up the detected root causes and related corrective actions 

without using the classification system.   

7. ISSUES OF THE DISSERTATION 
There are several issues of which the author of this dissertation 

would like to get the most advice on. These are described below. 

While trying to show evidence on the feasibility of using RCA in 

post project reviews the research results to analyzing the feedback 

of the participating people only. Unfortunately, such research data 

is mostly anecdotal as it is relying on assumptions, not on real 

evidence. Thus, there is an open issue of how to collect and 

analyze “real evidence” while trying to analyze whether the 

detected target problem causes and causal relationships are 

correct? Furthermore, in general, what evidence can be considered 

as “real evidence” in the SE context?  

Similarly, while trying to analyze the impact of post project 

reviews, there is a problem of being difficult to measure the 

change in the upcoming projects as the problem domain varies 

while being highly dependent on dynamic context variables, e.g., 



project members and scope. Thus, the question is how to measure 

the change in the vague settings of software engineering?  

8. SUMMARY 
This dissertation focuses on studying the perceived feasibility of 

using RCA in post project reviews in the SE context. This 

contributes to the research problem: is RCA feasible in post 

project reviews? The overall approach in this thesis is a mixed-

methods approach [38] that combines three main research 

approaches: design science with observation-based industrial field 

studies, case studies, and experiments. The empirical data is based 

on qualitative and quantitative sources: interviews, questionnaires, 

observations, video analyses, measurements (effort used, the 

number of participants, etc.), and the output of the applied RCA 

methods (target problems, detected causes, and corrective 

actions). 

So far, this work has made four scientific contributions. First, 

based on prior studies, definitions for root cause analysis and a 

root cause have been made [26]. This systematizes the otherwise 

vague terminology of RCA. In our terminology, RCA is a process 

of detecting a target problem, collecting and organizing its causes, 

and recognizing its root causes. Furthermore, a root cause refers to 

any underlying cause of the target problem that the management 

has the ability to fix. However, this definition has been sharpened 

to “an underlying cause of the target problem that explains the 

occurrence of the target problem unambiguously”. We found 

three steps that are common to the RCA methods introduced in 

the literature: 1. target problem detection, which defines the target 

problem of the RCA method, 2. root cause detection, which 

detects and organizes the causes of the target problem, and 

3. corrective action innovation, which develops corrective actions 

for the most important root causes. 

Second, a comparison of the known RCA methods has been made 

[26]. This increases our knowledge on what different RCA 

methods have been introduced. The known RCA methods vary in 

terms of the target problem and root cause detection. The target 

problem detection is relying on quantitative methods which 

include problem sampling combined with Pareto Analysis and 

qualitative methods such as interviewing software development 

managers to name the main problems of the development work. 

Furthermore, the root cause detection varies in terms of the 

methodologies used to detect and organize the problem root 

causes.  The root causes are usually detected from various 

stakeholders by using interviewing, questionnaires, brainstorming, 

and brainwriting methods. The target problem root causes are 

usually organized into a cause and effect diagram by using a 

fishbone diagram, a fault tree diagram, a causal map, a matrix 

diagram, a scatter chart, a logic tree, or a causal factor chart. 

Additionally, lists, worksheets, and charts can also be used to 

organize the causes. 

Third, the evaluation of a lightweight RCA method, the ARCA 

method, has been conducted in four medium sized software 

companies [26]. The companies utilized the ARCA method in 

their post project reviews. The evaluation of the ARCA method 

increases our knowledge on the experienced feasibility, cost 

efficiency and output quality of post project reviews using RCA. 

In prior works, such data is often missed. For example, in [9], the 

costs of the RCA method are reported only as a percentage of the 

yearly development budget instead of more concrete man-hours. 

Furthermore, the general satisfaction of the participating people is 

not reported by any of the prior studies. We did that by using 

interviews and query forms. Our results [26] show that the 

participating people perceived that the ARCA method required an 

acceptable level of effort and resulted in numerous feasible 

corrective actions that will have a high impact on the target 

problem. Additionally, in contrast to the current company 

practices, the ARCA method was experienced as an efficient 

method to detect new process improvement opportunities and 

develop new process improvement ideas. Furthermore, the ARCA 

method was perceived as easy to use. 

Fourth, analyses on the problem causes detected in the field 

studies are started [25]. This increases our knowledge on the case 

sensitivity of software engineering problems and their causes. The 

results indicate that the causes of software project failures evolve 

in the steps of process lifecycle through the causes of people, 

methods, tasks, and environment. This indicates that a cross 

functional team is likely required while conducting RCA. 

Additionally, our results show that the problem causes of software 

project failures are varying, which indicates that a case specific 

RCA should be conducted rather than by only trying to prevent 

the common causes of software engineering problems listed in the 

prior studies.  

Currently, the dissertation aims at showing whether RCA can be 

utilized to analyze the problem causalities over the process areas. 

An article related to this study will be submitted during the next 

few months. The results increase our knowledge on how to 

analyze the causal relationships of SE problems. The preliminary 

results indicate that by using RCA with a network structured 

cause and effect diagram, the causal relationships over process 

areas are detected and can be further analyzed in post project 

reviews.  

Additionally, analyzing the results of the student experiment is in 

progress. Interestingly, in post project reviews, it seems that using 

a cause and effect diagram do not increase the amount of new 

problem causes detected when compared with the treatment where 

a hierarchical list of problem causes is used. However, the 

participating people experience using the cause and effect diagram 

as easier than using the hierarchical list. This indicates that the 

perceived value of using the cause and effect diagram is higher 

than it is with the hierarchical list. Next, the comparison of the 

detected causal relationships will be conducted. This study will 

increase our knowledge on the impact of using the cause and 

effect diagramming techniques while analyzing problem 

causalities.  
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